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Abstract. In this paper we propose to include two up-to-date separate concepts, 
namely social computing and usability metrics, in intelligent interaction agents 
to enhance a user-centered, adaptive human-computer interaction (HCI). Social 
computing refers to the application of sociological understanding to the design 
of interactive systems. We introduce accountability as an idea essential to so-
cial computing in the analysis of software systems. Another idea underlying so-
cial computing is that, by configuring the space in different ways, different 
kinds of behavior can be supported. Usability metrics are software quality met-
rics with a long history of successful application in software engineering. We 
introduce preference metrics, which quantify the subjective evaluations and 
preferences of users, and performance metrics, which measure the actual use of 
working software, as other parameters that enable user interface adaptation. 
From all terms, a novel user-centered and adaptive interaction agents’ architec-
ture is proposed. 

1    Introduction 

Many things about computers are not changing at all, as stated by Dourish [9]. Our 
basic idea about what a computer is, what it does, and how it does it, for instance, has 
hardly changed for decades. The increase in computational power and the expanding 
context in which we put that power on, suggest that we need new ways of interacting 
with computers, ways that are better tuned to our needs and abilities. In the last few 
years, a new conceptualization of computational phenomena has placed the emphasis 
not on procedure but on interaction [33]. It emphasizes diversity and specialization 
rather than unity and generality. Thus, it has affected how we think about computa-
tional models of mind, as reflected by Minsky’s “Society of Mind” [24], Agre’s cri-
tique of computational reasoning [1], or Brooks approach to robotics [2]. 

Human-computer interaction in traditional application development is focused on 
the interaction between a task and a single user interface designed for a single kind of 
user. Application user mass is treated as a single entity, making no distinction be-
tween the different user stereotypes included in that user mass (figure 1a). A logical 
evolution should lead interaction to a development model where these stereotypes are 



taken into account. There are different kinds of users, and that is a fact we cannot 
ignore. Human society is full of diversity and that must be reflected in human-
computer interaction design (figure 1b). However, one step forward in interaction 
design is required in order to translate this diversity into application development. 
Adding support for different user profiles is, of course, more accurate than develop-
ment for a single kind of user, but the real thing is that we are all a little bit different, 
we might match an user profile, but with our own particularities, leading to the con-
cept of specialization (figure 1c). Thus, we need to engage users in a new kind of 
interaction concept where user interfaces are tailored-made for each user, and where 
the user interfaces are intelligent and adaptive. 

 

 
Fig. 1. (a) Unity, (b) diversity, and (c) specialization in computer interaction. 



In this paper we propose to include two up-to-date separate concepts, namely so-
cial computing and usability metrics, in intelligent interaction agents to enhance a 
user-centered, adaptive human-computer interaction (HCI). As clearly stated by 
Preece et al [30] “People should not have to change radically to ‘fit in the system’, the 
system should be designed to match their requirements”. Social computing has been 
largely studied over the last decade, directly or indirectly, as it may be appreciated by 
the great amount of papers on the topic (e.g. [18][27][28][8][3]). Adaptability is also 
a today’s hit [5][31][32][6]. And, there have been some approaches to fit these ideas 
into concrete architectures [31][10][15][12].   

2 Social Computing 

Social computing refers to the application of sociological understanding to the design 
of interactive systems. Traditional approaches – based perhaps on functional specifi-
cations or on laboratory-based usability studies – tend to be disconnected from the 
lived detail of the work.  

The use of social computing methods is rooted in a distinction between work proc-
esses and work practice. Work processes are the formalized or regularized procedures 
by which work is conducted. It is important to recognize that the duality of practice 
and process is inevitable. A process description can never eliminate the need to inter-
pret it for specific occasions. Practice is always dynamic, arising as a way to mediate 
between processes and the circumstances in which they are enacted. The reason to 
study practice is to understand how this dynamic mediation takes place. The objective 
of sociology is not to develop abstract theories of social reality, but rather, to under-
stand how social reality is achieved; how people make it work [11]. On the basis of 
specific observations of activity, social computing attempts to uncover the common-
sense methods by which people achieve the orderliness of action.  

2.1  Accountability  

Accountability is an idea essential to social computing in the analysis and develop-
ment of software systems. The accountable aspect of activity is never a “commen-
tary” on the activity, standing separately from it; rather, it is an intrinsic and insepara-
ble feature of how the activity is woven into the fabric of action and interaction. It is 
an “endless, ongoing, contingent accomplishment”; the account that matters is one 
that is good enough for the needs and purposes at hand, in the circumstances in which 
it arises and for those who are involved in the activity. We pay attention not just to 
the destination, but also to the route taken to get there. This is critically important in 
providing a basis for rational mutual action. 

Within a system, we know that the different components will interact in fixed and 
predictable ways. Users are less predictable, though, and their actions less fixed. 
Users may have different goals in mind, different reasons to and different ways in 
which they want to use it. The way that activities are organized makes their nature 
available to others; they can be seen and inspected, observed and reported.  



Accountability means that the interface is designed so as to present, as a part of its 
action, an “account” of what is happening. The goal of the account is to make the 
action of the system concrete as a part of an ongoing interaction between the system 
and the user. So, the account should not simply be an abstract description of the sys-
tem’s behavior, but rather an explanation of how the system’s current configuration is 
a response to the sequence of actions that has led up to this moment, and a step on the 
path toward completing the larger action in which it is engaged. 

Therefore, applications should log the interaction history for each user. All these 
logged accounting information will be gathered and stored in a knowledge base. 
Thus, the user interface presented to the user could use those accounting data as an 
input for customizing the user interface presentation, to reflect the user preferences 
(figure 2a).  

2.2  Places 

The idea of space is a fundamental aspect of how many interactive systems operate. 
Things generally appear within the space. There can generally be only one object at a 
given point in space. Things tend to stay where they have been put. Space, although 
important, is not the constitutive element of the ways that interactions are organized. 
Instead, the new view draws a distinction between those interactive phenomena that 
are derived from the nature of the space in which they unfold, and those that are in-
stead predicated on an understanding of the place that is occupied [16].  

By configuring the space in different ways, different kinds of behavior can be sup-
ported. While space refers to the physical organization of the environment, place 
refers to the way that social understandings convey an appropriate behavioral framing 
for an environment. The important point to recognize here is that these practices 
emerge not from the designers of the system, but from the actions of its users. This 
means two things; true places emerge only when really occupied day-to-day, and, 
place cannot be designed, but only designed for.  
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Fig. 2. (a) Accountability, and, (b) places in user interaction. 



Once again, our proposal is that applications should log the interaction history for 
the use of places for each user. All these logged information will be gathered and 
stored in a knowledge base. Thus, the user interface presented to the user could use 
those data as an input for customizing the user interface presentation, to reflect the 
user preferences (figure 2b).  

3 Usability Metrics 

Usability metrics are software quality metrics with a long history of successful appli-
cation in software engineering [4][13][17]. But, metrics also carry risks [7]. No sim-
ple number can completely represent anything so subtle and complex as the usability 
of a software system, but numbers can sometimes create the illusion of understanding. 
Usability metrics have a number of uses, but mostly from the designer’s point of 
view.  

Metrics for usability can be thought of as falling into three broad categories: pref-
erence metrics, which quantify the subjective evaluations and preferences of users, 
performance metrics, which measure the actual use of working software, and predic-
tive metrics, or design metrics, which assess the quality of designs and prototypes. 

3.1  Preference Metrics 

One of the most popular ways to assess usability is to use preference metrics. User 
satisfaction is a component of usability and also an important factor in success in the 
marketplace. User preferences are generally only relatively weakly correlated with 
actual ease of use in practice. In some cases, users will prefer designs that are actually 
harder to use or less efficient.  

On good example of a standardized set of preference metrics is the Software us-
ability Measurement Inventory (SUMI) developed as part of the ESPRIT project [29]. 
SUMI is a 50-item questionnaire that includes five subscales measuring different 
subjective aspects of usability: affect (how much the user likes the design), efficiency 
(how well the software enables productive use), helpfulness (how supportive the 
software and documentation are), control (how consistent and normal the software 
response is), and learnability (how easy the software is to explore and master). An-
other approach is the Subjective Usability Scales for Software (SUSS) questionnaire, 
which measures six key elements of user interface designs affecting usability: valence 
(liking or personal preference), aesthetics (attractiveness), organization (graphical 
design and layout), interpretation (understandability), acquisition (ease of learning), 
and facility (overall ease of use). 

Preference metrics are one of the pillars for user interface customization. However, 
because of their intrinsic characteristics, they are difficult to assess at run time. Usu-
ally, questionnaires are used for evaluating these preference metrics, and even 
though, they are not so useful when capturing user preferences at run time for intelli-
gent interfaces; they are a key point for design. However, there are some preference 
metrics, such as the manipulation artifact used when commanding tasks (keyboard, 



menus, toolbars) that can become especially useful for capturing user preferences 
(figure 3a). 

3.2 Performance Metrics 

Performance metrics are indices of various aspects of how users perform during ac-
tual or simulated work. Measurement studies form the basis of much traditional re-
search on human factors. User performance is almost always measured by having a 
group of test users perform a predefined set of test tasks while collecting time and 
error data [26]. Two obvious alternatives exist for measuring the user’s performance: 
either bring some test users into the laboratory and give them a list of the test tasks to 
perform, or observe a group of users at work at their own environment and measure 
them whenever a task like the specified test task occurs. 

Typical quantifiable usability measurements include: the time users take to com-
plete task; the number of tasks of various kinds that can be completed within a given 
time limit; the ratio between successful interactions and errors; the time spent recov-
ering from errors; the number of user errors; and so on [26]. Of course, only a subset 
of these measurements would be collected during any particular study. 

Performance metrics are especially useful for assessing overall usability. One im-
portant point for this kind of metrics is that most of them can be evaluated at run time 
in a simple manner. Performance metrics are one more input parameter to advance 
towards user interfaces adapted to user, and leaving behind user interfaces where user 
must adapt to a given and fixed user interface (figure 3b). 

 

   

Fig. 3. (a) Preference metrics, and, (b) performance metrics in user interaction. 

4 User-Centered and Adaptive Interaction Agents Architecture 

To build a system that enhances the user’s motivation in front of his computer, it 
would require nearly constant surveillance of the user, and at least strong artificial 
intelligence – knowledge, intelligence, memory, insight, and reasoning ability equiva-



lent to that possessed by an intelligent being. A recent study [21] integrates that the 
person feeling frustrated suddenly has diminished abilities for attention [22], memory 
retention [20], learning [23], thinking creatively [19], and polite social interaction 
[14], among other things – as well as a penchant for getting more frustrated in the 
immediate future. Also, a frustrating episode in interaction with a computer system 
can leave the user feeling negatively disposed toward the system itself. 

Our proposal is to design and build interaction agents that significantly help users 
in their relationship to computers. Humans are much more than information proces-
sors. Humans are affective beings, motivated to action by a complex system of emo-
tions, drives, needs, and environmental conditioning [25]. And, the cue is that such 
interaction agents, which are able to show that one’s state is acknowledged and heard, 
can be built using existing technology. 

User-centered design implies the design of systems that are able to interact with 
their users as social and affective beings, not just as information processors. These 
kinds of designs engage users in an increased sense of cooperation and good feeling, 
leading to increased productivity and job satisfaction. The implications span dozens 
of important domains including human productivity, customer satisfaction, product 
design, human-computer interaction, human psychology, sociology, and communica-
tions – not to mention the quality of day-to-day life for the average computer user. 

 

 

Fig. 6. User-centered and adaptive interaction agent architecture. 



When engaging in active computer support, the system must actively solicit infor-
mation about the user’s state. This solicitation must be timely. The initiation of the 
supportive dialogue may come either from the user’s own initiative, or the system 
may proactively initiate the dialogue with the user. This may only is accomplished if 
the interaction agent may rely on behavioral measures of the user. 

The ultimate goal for Human-Computer Interaction must be the creation of user in-
terfaces based on each individual user preferences. Those preferences can be captured 
initially, to a certain extent, in analysis development stages. By using those captured 
data, user profiles can be created in accordance with the identified user stereotypes. 
However, user advances, and his preferences change. One rookie user will become an 
average user, and finally an expert user, as he gets more familiar with the system. 
Thus, the environment should reflect these changes in both user skills and prefer-
ences. Some kind of intelligent agent is required with the ability to capture those 
changes.  

Figure 7 illustrates one possible system architecture for the depicted scenario. In 
this figure, there are three separated blocks, where a user-centered and adaptive inter-
action agent has been added to the traditional application-user dialogue. The agent 
monitors and logs the interaction between the user and the use interface by capturing 
three different parameters. On one hand, the agent logs the interaction history in an 
accounting process. On the other hand, the agent tracks the way user interface com-
ponents are placed, and finally assesses preference metrics, such as the preferred 
interaction artifact for each action (keyboard, menu, toolbar, etc). 

 

 

Fig. 7. The interaction agent. 



Besides the described parameters, the user-centered adaptive interactive agent as-
sesses some behavioral systems issues, the error ratio regarding the number of correct 
interaction actions, or the time spent performing a task or recovering from an error. 

All these data are processed and stored in a knowledge base that the agent uses to 
decide the actions required in order to achieve its goals, to find out the possible 
changes applicable to the user interface to get it closer to what the user is expecting. 
Thus, a new user interface is created tailor-made in accordance with the skills, ex-
perience and preferences the user has. 
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