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Abstract. This paper describes a multiagent system for natural lan-

guage processing that deals with task oriented dialog processing in Por-

tuguese. The system is based on Discourse Modeling Theory, on Cen-

tering Theory and on Lochbaum's work on modeling the Intentional

Structure of the discourse. The dialog takes place between the user

and the system in such a way that the user plays the role of one par-

ticipant and the system plays the other. Together, both the system

and the user collaborate to achieve the goal the user had in mind when

he/she initiated the dialog.

1 Introduction

This paper describes a multiagent system for natural language processing

based on Discourse Modeling Theory [2], on Centering Theory ([1], [4], [6],

[7], [9]) and on Lochbaum's work on modeling the Intentional Structure of the

discourse ([10], [11]).

The system deals with task oriented dialog processing in Portuguese in which

the user plays the role of one participant in the dialog and the system plays the

other. Together, both the system and the user collaborate to achieve the goal

the user had in mind when he/she initiated the dialog. The goal is something

the system must identify by itself while the dialog develops, and, possibly, which

cannot be completely determined until the dialog is �nished.

The scenario is a simple home security system that records the status of the

house's windows and doors, that is, if they have been opened and, if so, when

that happened. The user can ask the system either about what happened when

he/she was absent, or simply for monitoring the house's possible entrances.

�This work has been sponsored by FAPESP (Funda�c~ao de Amparo �a Pesquisa do Estado

de S~ao Paulo)

1



The interaction between the system and the user happens through utterances

in natural language typed by the user. The system tries to evaluate the user's

utterance in order to determine its logical content and, after doing so, it responds

to the user with either an action or another utterance.

Also, the system is responsible for generating subdialogs, in case it needs

extra information to more accurately determine the logical content of the user's

utterance, or when it is necessary for the system and the user to solve some

problem that may arise in the communication.

The system is composed of four independent but interactive main structures,

as shown in Figure 1: the Linguistic Structure, which is responsible for the

linguistic analysis of the utterance, and that generates the corresponding logical

form of the utterance [12]; the Attentional Structure, responsible for keeping

track of the system's and user's focus of attention [2]; the Intentional Structure,

responsible for determining the intentions that lie behind each utterance and

how these intentions �t into the context formed by the previous utterances;

and the Task Structure, which is a repository for the syntactic and semantic

information needed to build the corresponding logical form of the utterance [12].

In section 3 it will be presented an example showing how these four structures

act and interact to analyse an user's utterance.

Figure 1: System's general architecture.

Although Grosz and Sidner have already de�ned the structures that would

be necessary for dialog processing [2], they have modeled part of the Attentional

and Intentional Structures. The last one was modeled by Lochbaum in her PhD

Thesis [11], using Shared Plans Theory, proposed by Grosz [5].

The Attentional Structure modeling deals only with the global focus of the

dialog, which is the set of the entities relevant to the overall discourse [7].

The work presented here added to the original Attentional Structure pro-

posed by Grosz and Sidner [2] a new element - the Centering Theory [9] - which

deals with the immediate focus, that is the entities with which an individual ut-

terance is most centrally concerned [7]. Therefore, the Attentional Structure is
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not only responsible for the global focus of the dialog, but also for the immediate

one.

Besides, as well as completely modeling the Linguistic Structure for Por-

tuguese, this work added a fourth structure to the three original ones { the

Task Structure { which is responsible for keeping all the information necessary

for the system to work at �rst place, as for instance the dictionary.

The addition of this structure brought to the system the interesting feature

that, in order to change the scenario completely, it would be only necessary to

change or update this structure, since the interaction between the user and the

system happens through a task oriented dialog [12].

A �nal contribution of this work was to integrate the four structures { the

Linguistic Structure, modeled in this work; the Attentional Structure, modeled

by Grosz and Sidner [2] and augmented in this work; the Task Structure, created

in this work, and the Intentional Structure, modeled by Lochbaum [11] { into

a multiagent system, so that the structures could be seen and evaluated while

working together.

The remaining of this paper is organized as follows. Section 2 describes at

a higher level the behavior of the system's structures and shows the interaction

between them; section 3 presents an example showing how the four structures

carry an utterance's processing; section 4 shows two dialogs between the user

and the system; and, �nally, in section 5 a conclusion is presented.

2 System's Description

As already mentioned, the system is composed of four independent but inter-

active main structures: the Linguistic Structure, the Attentional Structure, the

Intentional Structure and the Task Structure. In this section these structures

will be better explained, emphasizing their roles in the dialog's processing so

that the system can achieve the desirable results.

2.1 Task Structure

The Task Structure is a repository for the syntactic and semantic information

carried out by the words in the utterance and needed to build the corresponding

logical form of that utterance. So, this structure acts as a system's database,

providing information to the other three structures [12].

The information is kept in two basic inner structures: the dictionary, which

contains the words the system recognizes, together with syntactic and semantic

information about them; and the recipe book, which contains the recipes { sets

of sub-actions and constraints for an action such that the doing of those sub-

actions under those constraints constitute the doing of the action itself ([8],[11])).
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2.2 Attentional Structure

The main function of the Attentional Structure is to keep track of the focus

of attention of the discourse participants, recording the entities and intentions

that are more salient in the discourse, as it develops. These factors make this

structure a very important one in a search for a pronoun referent and ellipsis

reconstruction [12].

The Attentional Structure represents two distinct foci in the discourse: the

global focus, which carries the information and intentions relevant to the overall

discourse, and the immediate focus, which deals with the identi�cation of the

entity that an individual utterance is most centrally concerned [4].

The modeling and representation of the global focus in this structure is done

by means of a Focus Space Stack, whose behavior and modeling can be found

in ([2], [12]). The immediate focus is modeled using a stack, which keeps track

of the three last utterances in the dialog. The information kept in the stack

is concerned with the entities these three utterances brought to the focus of

attention of the discourse participants. More information about the kind of

information the stack records and how it deals which such information can be

found in [12].

This structure is passive in the sense that it only reacts to orders and re-

quests coming from other structures. When it receives a request for the entities

currently in focus, it searches in the immediate focus stack and, if a match is not

found, it searches in the Focus Space Stack, returning the entity found to the

requesting structure (in this case, the Linguistic Structure). This request may

also come from the Intentional Structure, wanting to know the intention which

is currently in focus. So, the Attentional Structure searches for a match in the

Focus Space Stack, returning the intention found to the requesting structure.

But the Attentional Structure does not deal with requests only; it also re-

ceives information from the Linguistic Structure about new entities that should

be part of the current focus, as well as information from the Intentional Struc-

ture about new intentions carried on by the dialog's utterances. In this case,

the Attentional Structure is responsible for updating the information kept in

both stacks to reect the new information brought to the dialog.

2.3 Intentional Structure

The Intentional Structure is responsible for the e�ective \comprehension"

and manipulation of the intentions that lie behind each utterance in the dialog.

As each utterance is analyzed, the Intentional Structure has to determine the

way it contributes to the overall dialog purpose ([12], [2], [11]).

The modeling of the Intentional Structure was made by Lochbaum [11],

using Shared Plans Theory developed by Grosz and Sidner [3]. So, the system

presented here uses Lochbaum's system to implement this structure, with some

adaptations in order to �t the other structures.

Lochbaum's modeling deals with recipes represented as a graph and, for

each utterance in the dialog, it determines how this utterance contributes to
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the previous ones, according to the model presented by Grosz and Sidner in [2].

For more details on Lochbaum's work see ([10], [11]).

When the Intentional Structure receives the currently focused intention, it

asks the Task Structure to send a recipe for this intention and, then, tries to �t

the user's utterance into this recipe, determining how this utterance contributes

to the intention currently in focus.

After determining the role the user's utterance has in the previous discourse,

the Intentional Structure sends this new scenario back to the Attentional Struc-

ture, so that it can make the proper arrangements to reect it, and, then, the

Intentional Structure gives the user an appropriate feedback, either executing

some action, or sending to the user a natural language message, according to the

actions not yet executed in the recipe it has for the currently focused intention.

So, when the system executes an action, it is actually executing the sub-

actions that compose that action, in a pre-established order. If the executed

action is a sub-action of some other action's recipe, when the system executes

this sub-action, it veri�es, also, whether the action which the sub-action is part

of was completely executed, or if there are still sub-actions to be executed.

This veri�cation is crucial for determining the next utterance's role in the

dialog context, because if there are still sub-actions to be executed, the next

utterances in the dialog must be concerned with this subject; otherwise, the

dialog would not have satis�ed all intentions that it conveys.

2.4 Linguistic Structure

The Linguistic Structure is responsible for generating the corresponding log-

ical form of the utterance.

When the user types an utterance, the Linguistic Structure consults the

Task Structure to obtain the syntactic category and the semantic meaning of

every word in the utterance. It may obtain various possible meanings for the

utterance, depending on the ambiguity of the words.

After that, the Linguistic Structure chooses one of the di�erent meanings

which were generated and searches for possible occurrences of pronouns and

ellipsis (the way it chooses among the possible meanings and the searching

algorithm are beyond the scope of this paper, and are fully described in [12]).

When the Linguistic Structure �nds a pronoun or an ellipsis, it asks the At-

tentional Structure for entities that could serve as referents and, after receiving

these referents, it completes the generation of the logical form of the utterance.

Before sending the utterance's logical form to the Intentional Structure, the

Linguistic Structure sends to the Attentional Structure the entities that were

more salient in the utterance, either because they were explicitly mentioned,

or because they were implicitly referred to (as, for example, when an ellipsis is

found), so that the Attentional Structure can update its internal representation

of the discourse's focus of attention.
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3 A Simple Example

The system's general architecture is shown in Figure 2. In order to \under-

stand" an user's utterance, the system does as follows. Suppose the utterance

is \Was it opened at anytime at all?".

Figure 2: System's general architecture.

The utterance is read by the Linguistic Structure (1) which, then, tries to

build the logical form of that utterance, solving the pronoun references and de-

tecting and reconstructing the elliptical phrases. In the example, the Linguistic

Structure identi�es that the type of request made by the user is a question

and, then, in (2) it asks the Task Structure for the syntactic category and the

semantic representation of every word in \Was it opened at anytime at all?"

When the Task Structure �nds an answer, it sends it back to the Linguistic

Structure. If it cannot �nd a representation of some word in the database, it

sends an error message to the Linguistic Structure, which in turn transmits it to

the user (11). It is worth noticing that the words that compose the utterance are

ambiguous. For instance, \opened" could be either a verb or an adjective. Both

meanings and the syntactic classi�cation for \opened" are sent to the Linguistic

Structure.

Having the syntactic classi�cation for every word in the utterance, the Lin-

guistic Structure detects a pronoun, \it", and contacts the Attentional Structure

(3) to solve the reference. The Attentional Structure, with the help of the Task

Structure (4), �nds a referent (\back door") and sends it back to the Linguistic

Structure. If such a referent was not found, the Attentional Structure would

send an error message to the Linguistic Structure, which, in turn, would send

an error message to the user (11).

Now, since the Linguistic Structure has all the elements needed to build

the utterance's logical form, it does it. If a logical form could not be built,

possibly because the syntactic structure of the utterance was not accepted by

the system, the Linguistic Structure would send the user an error message. In

the example, the Linguistic Structure understands the utterance as meaning
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\the user wants to know whether or not the entity `back door' was opened at

the time `anytime' ".

After the logical form of the user's utterance has been built, the Linguistic

Structure sends the entities that were more salient in the utterance to the At-

tentional Structure (5) (in this case, \back door"), which updates its internal

structures to reect the addition of this entity to the current focus of the dialog.

Then, the Linguistic Structure sends the logical form of the user's utterance to

the Intentional Structure (6).

The Intentional Structure, in turn, tries to situate the logical form in the

overall discourse context. To do so, it consults the Attentional Structure to �nd

out which intention is currently in focus (7). When it receives this intention,

that is \the user wants to know whether or not the entity `back door' was opened

at the time `anytime' ", it asks the Task Structure for a recipe for that intention

(8), so that the Intentional Structure can determine how the user's utterance

contributes to the intention that is currently in focus. Having the recipe for the

intention currently in focus (9), the Intentional Structure tries to �t the user's

intention in that recipe and, then, tries to execute it.

Depending on the action currently in focus, the execution of this recipe can

either lead to the execution of some action or to send the user a reply. The an-

swers produced by the system are actually actions or utterances to communicate

some information, and are part of the intention's recipe.

So, for instance, if the system's intention is to communicate the user some

fact, in the intention's recipe there will be an act for the system to perform

such as \write X on the screen", where X is the information the system needs

to present to the user in the form of a prede�ned natural language sentence.

Therefore, the system is incapable of generating sentences containing pro-

nouns and ellipsis and, when it does use them, it is because the recipe for the

information the system wants to convey has a pre-built natural language sen-

tence that contains a pronoun or an ellipsis.

In the given example, the recipe tells the Intentional Structure to search a

database for all the entries matching the entity \back door" and to show the

user the entities found, or to reply \no" if none were found.

Since there is such an entity in the database, the system executes the action,

giving the user an appropriated answer (10).

4 Practical Results

In order to test the system here described, two dialogs were generated (Fig-

ures 3 and 4). These dialogs show some interesting features about the system.

It is worth mentioning that the dialogs were generated in Portuguese. Figures 3

and 4 actually show English translations of those dialogs; so, there can be some

di�erences in the dialog's processing.

The �rst dialog (Figure 3) is very simple and shows a single basic intention

(the user asking about the facts that happened after 2 o'clock) and interrup-

tions made by the user to obtain extra information about the focus of attention
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(1) User { What happened after 14:00?

(2) System { The back door was opened at 14:30.

(3) User { Show it.

(4) System { <action>

(5) User { Show me the front door now.

(6) System { <action>

(7) User { Was it opened at anytime at all?

(8) System { No.

(9) User { OK. Go on.

(10) System { At 15:00 the back window was opened

Figure 3: First dialog between the user and the system.

(1) User { Show me the door.

(2) System { Which one?

(3) User { The frontal one.

(4) System { I can't. The camera is o�. You'll have to turn it on.

(5) User { How?

(6) System { Go to the main room, the camera is on the table. Push

the \on" button.

(7) User { Done.

(8) System { <action>

Figure 4: Second dialog between the user and the system.

(utterance 3) or to change the focus (utterance 5). After the user has satis�ed

his/her curiosity, he/she asks the system to go on in the interrupted segment

(utterance 9), which the system does immediately (utterance 10).

The second dialog (Figure 4) shows what happens when something goes

wrong. In the �rst utterance, the user asks the system to show him/her a door.

The system, then, tries to identify the object \door". As it �nds more than one

object that could �t that entity, the system asks the user to identify the object

among the ones it already knows (utterance 2).

After the object has been identi�ed, the system detects a hardware problem

that it cannot solve. So, the system transmits this information to the user

(utterance 4).

The user, then, asks the system for a recipe on how to solve the problem

(utterance 5), which the system gives in utterance 6. After solving the problem,

the user communicates that fact to the system (utterance 7), so that the system

can execute the user's order.

5 Conclusion and Future Work

This work showed a multiagent natural language processing system whose

objective was to verify the practical use of Grosz and Sidner's Discourse The-
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ory [2], and the Shared Plans modeling for the Intentional Structure made by

Lochbaum [11], verifying the integration and interaction among these structures.

It is argued that the Attentional Structure, as described in [2], proved to

be insuÆcient for carrying discourse processing since it only deals with global

focus. Therefore, Centering Theory [9] was added to the Attentional Structure

so that it could supply the system's need for some mechanism to deal with the

immediate focus.

Besides, as an extension to Grosz and Sidner work, it was introduced a

fourth structure { the Task Structure { which is claimed to bring to the system

some exibility since, in order to change the system's scenario, it would only be

necessary to change or update this structure. Also, a Linguistic Structure for

Portuguese language was developed and implemented.

The dialogs in section 4 give an example of the system's behavior. Par-

ticularly, the results obtained with pronoun reference resolution and ellipsis

reconstruction were very promising.

Another interesting feature of the system is that it was devised and im-

plemented under a multiagents point of view. Following Lochbaum's [11] and

Grosz and Sidner's [3] ideas, the system as a whole is considered an agent, be-

ing the user the other one. The system, in turn, is composed of smaller agents,

responsible for the system's correct functioning. So, each structure is composed

of other agents that are responsible for performing a subset of the actions that

the structure, as a whole, needs to perform, allowing each structure's tasks to

be distributed among its composing agents. Such a view has simpli�ed the

planning task as well as the system's design enormously.

As future research, a better modeling of the Linguistic Structure must be

done, so that other diÆcult linguistic phenomena could be dealt with.

An automatic generator must be designed and implemented so that the

system could communicate with the user in a more natural way. Also, the

system could be augmented so that it could recognize cue phrases in the dialog.

Finally, it would be necessary to test the system in di�erent scenarios, in

order to better evaluate the claimed exibility of the Task Structure.
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