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Abstract. A simple and efficient control law that combines the infor-
mation of two cameras in order to realize the positioning task of a robot
end-effector is presented in this paper. One of these cameras is rigidly
mounted on the robot end-effector(eye-in-hand configuration) the other
one observes the robot within its work space(eye-to-hand configuration).
The aim of this work is to take advantage of both in a cooperation
scheme. The control architecture of this system is presented. Compari-
son between simulations and experimental results with only one camera
and with the two cameras in a cooperative way are shown.

1 Introduction

Nowadays, the great majority of robot population operates in factories where the
work environment is structured and previously well-known. The application of a
robot to carry out a certain task depends, in a high percentage, on the previously
knowledge about the work environment and object placement. This limitation is
due to inherent lack of sensory capability in contemporary commercial industrial
robots. It has been long recognized that sensor integration is fundamental to
increase the versatility and application domain of robots. One of these sensor
systems is Computer Vision.

Computer vision is a useful robotic sensor since it mimics the human sense
of vision and allows for non contact measurement of the work environment. In-
dustrial robot controllers with fully integrated vision systems are now available
from a large number of suppliers. In these systems, visual sensing and manip-
ulation are typically integrated in an open-loop fashion, looking then moving.
The precision of the resulting operation depends directly on the accuracy of the
visual sensor and the robot end-effector.

An alternative solution for the position and motion control of an industrial
manipulator evolved in unstructured environments is to use the visual informa-
tion in a feedback loop. This robot control strategy is called visual servo control
or visual servoing.

Visual servoing systems have recently received a growing interest, as the
computational power of commercially available computers became compatible
with real time visual feedback [9], [3].
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Fig. 1. Image based visual servoing with eye-in-hand configuration.

During the last years, position or image based visual servoing systems, their
different architectures (a camera or multiples cameras), stability problems, cali-
bration limitation, etc, have been studied. In particular, many image based visual
servoing systems have been developed basically with two types of architecture:
eye-in-hand configuration [4], when the camera is rigidly mounted on the robot
end-effector or eye-to-hand [5] configuration when the camera observes the robot
within its work space. In these configurations, it’s possible to place more than
one camera.

In this paper, an image based visual servo control of a 6 dof industrial robot
manipulator with a cooperative eye-in-hand/eye-to-hand configuration is pre-
sented. In Section 2, an image based visual servoing system with eye-in-hand
configuration and with eye-to-hand configuration is described. In Section 3,
a combined eye-in-hand/eye-to-hand configuration is presented. Finally, some
simulations and experimental results, where the advantages of this cooperative
configuration, could be seen.

2 Image Based Visual Servoing

2.1 Eye-in-hand Configuration

In this section, fundamentals about image based visual servoing with eye-in-
hand configuration is presented. This category of visual servoing is based on the
selection of a set f of visual features that has to reach a desired value fd (Fig.1.).

It is well known that the Image Jacobian Jf , also called interaction matrix,
relates the image features changes with the camera velocity screw:

ḟ = Jf · T (1)

where T =
(

V TΩT
)T

is the camera velocity screw (V and Ω are translational
and rotational camera velocity respectively). Using a classical perspective pro-
jection model with an intrinsic parameter matrix A, and if xi, yi are the image



coordinates of the feature selected f , then Jf is obtained from:
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where Zi is the depth of the corresponding point in the camera frame.
The great majority of references about control schemes compute the camera

velocity sent to the robot controller (or directly the robot joints velocity, by
introducing the robot jacobian express in the camera frame):

T = −λ · J+

f ·
(

f̄(t)− f̄d

)

(3)

where function λ may be as simple as a proportional gain [9], or a more complex
function used to regulate f to fd (optimal control, non-linear control, etc.), and
J+

f is the pseudoinverse of Jf .
As a general framework for sensor-based control of robots, the task function

approach [6] has been used. It is well known that in the task function approach,
a sufficient condition to ensure global asymptotic stability of the system is:

J+

f · Jf (f(t), z(t)) > 0, ∀t (4)

In practice, three different cases of possible choices for J+

f have been considered
[7]:

1. Image jacobian is numerically estimated during the camera motion without
taking into account the analytical form given by (2).

2. Image jacobian is constant and determined during off-line step using the
desired value of the visual features and an approximation of the points depth
at the desired camera pose. Stability condition is now ensured only in a
neighborhood of the desired position. The performed trajectory in the image
may be quite unforeseeable, and some visual features may get out of the
camera field of view during the servoing, especially if the initial camera
position is far away from its desired one.

3. Image jacobian is now update at each iteration of the control law using in (2)
the current measure of the visual features and an estimation of the depth
of each considered point. The depth can be obtained from the knowledge
of a 3D model of the object [8]. Each image point is constrained to reach
its desired position following a straight line. However, such a control in the
image could be implied inadequate camera motion, leading to possible local
minima and the nearing of task singularities.

It’s well known that the performance of image visual servoing system is gen-
erally satisfactory, even in the presence of important camera or hand-eye cal-
ibration errors [9]. However, the following stability and convergence problems
may be occurred:

– Image jacobian may become singular during the servoing, which of course
leads to unstable behavior.

– Local minima may be reached owing to the existence of unrealizable image
motions.



Fig. 2. Image based visual servoing with eye-to-hand configuration.
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Fig. 3. Relation between eye-in-hand and eye-to-hand configuration.

2.2 Eye-to-hand Configuration

In this section, fundamentals about image based visual servoing with eye-to-hand
configuration is presented. The camera used in this eye-to-hand configuration
observes a moving robot gripper. This category of visual servoing is based on
the selection of a set f of visual features that has to reach a desired value fd

(Fig. 2).
From the movement of image features point of view, the relation between

eye-in-hand and eye-to-hand configurations is shown in Fig. 3.
It’s necessary to stress the fact that, in the eye-to-hand configuration, the

image jacobian has to take into account the mapping from the camera frame
onto the robot control frame. If we denote (R, t) this mapping (R being the
rotational matrix and t the traslational vector), the eye-to-hand jacobian Jeth is
related to the eye-in-hand one Jeih by:

Jeth = −Jeih ·

[

R −R · S
(

−RT t
)

0 R

]

(5)

Where S(a) is the skew symmetric matrix associated with vector a. The control
law is identical to (3).



3 Combined eye-in-hand / eye-to-hand Configuration

Combining several sensory data is also an important issue that has been studied
considering two fundamentally different approaches. In the first one, the dif-
ferent sensors are considered to complementary measure of the same physical
phenomena. Thus, a sensory data fusion strategy is used to extract a pertinent
information from the multiple sensory data. The second control approach con-
sists of selecting, among the available sensory signals, a set of pertinent data,
which is then servoed. The two approachs will be referred as sensory data fusion
and sensory data selection respectivally.

A typical example of sensory data fusion is stereo vision. With this approach,
two images provided by two distinct cameras are used to extract a complete
Euclidean information on the observed scene. On the other hand, sensory data
selection is used when all the different data no provide the same quality of
information. In this case one can use data environment models in order to select
the appropriate sensor and to switch control between sensor.

The approach to cooperative eye-in-hand/eye-to-hand configuration shown
in this paper continues the work originally presented in [10] and is a clearly
case of multi sensory robot control. It does not pertain to sensory data fusion
because we assume that the sensors may observe different physical phenomena
from which extracting a single fused information does not make sense. It neither
pertains to sensory data selection because we consider potential situations for
which it is not possible to select a set of data that would be more pertinent than
others. Consequently, the proposed approach addresses a very large spectrum
of potential applications, for which the sensory equipment may be disparate
and complex. As an improvement over previous approaches, there is no need to
provide a model of the environment that would be required to design a switching
or fusion strategy.

The robot is supposed to be controlled by a six dimensional vector Te rep-
resenting the end-effector velocity, whose components are supposed to be ex-
pressed in the end-efector frame. There are two cameras, one of them rigdly
mounted on the robot end-effector(eye-in-hand configuration) and the other one
observing the robot gripper(eye-to-hand configuration). Each sensor provides an
ni(ni > 6)dimensional vector signal fi . An image jacobian is attached to each
sensor, such that:

ḟ1 = Jeih · Tce1
· Te

ḟ2 = Jeth · Tce2
· Te

(6)

where Tcei
is the transformation matrix linking sensor velocity and the end

effector velocity, in the case of eye-in-hand configuration will be constant and on
the other case(eye-to-hand configuration) will be variable.

Let f =
[

fT
1 fT

2

]

be the two dimensional vector containing the signals pro-
vided by the two sensors. The relationship between the time derivative of the
global signal vector and the end-effector velocity Te is:

ḟ =

[

Jeih 0
0 Jeth

]

·

[

Tce1

Tce2

]

· Te = J · Tce · Te (7)



Now, let fd be the desired value of the sensor signal vector f . A task function
[6] of the form e = C · (f − fd) is used, where C is a full rank constant matrix of
(6×n) dimensions, which allows to take into account the information redundancy.
The matrix C being constant, the time derivate of the task function is:

ė = C · ḟ = C · J · Tce · Te (8)

A major concern in designing a task function based controller is to select a
suitable constant matrix C, while ensuring that the matrix C · J · Tce has a full
rank.

In this paper, C is designed as a function of the matrices J and Tce.

C =
[

k1 · T
−1
ce1
· J+

eih k2 · T
−1
ce2
· J+

eth

]

(9)

ki is a positive weighting factor such that
∑2

i=1
ki = 1. If for each sensor a task

function ei = Ci · (fi − fdi
) with C = T−1

ce · J+

eih is considered, then the task
function of the entire system is a weighted sum of the task functions relative to
each sensor:

e = C · (f − fd) =

2
∑

i=1

ki · ei =

2
∑

i=1

ki · Ci · (fi − fdi
) (10)

The design of the two sensors combination simply consists of selecting the posi-
tive weights ki . This choice is both task and sensor dependent. The weights ki

can be set according to the relative precision of the sensors, or more generally
to balance the velocity contribution of each sensor. Also a dynamical setting of
ki can be implemented.

In this paper a proportional control law is used by imposing the exponential
decreasing of the task function. Considering equation (10), the control law is
equivalent to a weighted sum of the control laws of each sub-system:

Te = −λ ·
2
∑

i=1

ki · ei (11)

The general architecture of this cooperative eye-in-hand/eye-to-hand visual ser-
voing system is shown in Fig.4.

4 Simulations and Experimental Results

Simulations and experimental results has been obtained using a 7 axis redundant
Mitsubishi PA-10 manipulator (only 6 of its 7 dof have been considered). The
experimental setup used in this work also include one camera(JAI CM 536)
rigidly mounted in robot endeffector, one camera(EVI D31) observing the robot
gripper, some experimental objects and a computer with a Matrox Genesis vision
board and the PA-10 controller board. The whole experimental setup can be seen
in the Fig. 5.
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Fig. 4. General architecture of the proposed controller.

Simulations have been developed in Matlab and Simulink [11]. All the simu-
lations have been made based on a block that includes all the robot parameters.

In order to demonstrate the performance of the eye-in-hand/eye-to-hand co-
operation for visual servoing, the poorest case of image jacobian updating is
chosen. In This case which the image jacobian is updated at each iteration of
the control law using the current measure of the visual features, and an esti-
mation of the depth of each considered point. It is well known that this kind
of control in the image could implicated inadequate camera motion, leading to
possible local minima and the nearing of task singularities.

4.1 Simulation Results

Simulations have been developed in Matlab and Simulink [11]. All the simulations
have been made based on a Simulink block that includes all the robot parameters.

The selection of the positive weights ki is task and sensor dependent. In the
simulations, the weights ki have been set according to the velocity contribution
of each sensor. First, the visual servoing task is carried out using only one camera
(k1 = 1 and k2 = 0 in the eye-in-hand configuration) or (k1 = 0 and k2 = 1 in
the eye-to-hand configuration). Then, starting in the same initial position, the
servoing task is performed using the two cameras with the same weight (k1 = 0.5
and k2 = 0.5). Therefore, an initial joint velocity checking is made before the
weights are set in order to avoid task singularities ( ki = 0 if the control law
produce a joint velocity vector bigger that a threshold).

In all the simulations, the positioning accuracy is considerably improved and
also local minima and task singularities are avoided. In Fig. 6 a comparison
between using only one camera or two cameras is shown.
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Fig. 5. Experimental setup.

4.2 Experimental Results

Real Experiments with eye-in-hand and eye-to-hand configurations only with
one camera have been made. Now, experiments with cooperative visual servoing
system with two cameras (Fig. 5) are being developed.

5 Conclusions

The cooperative visual servoing proposed in this paper have been designed to
make more efficient the classical imaged based visual servoing systems. In all
the simulations, the positioning accuracy of the architecture presented in this
paper is considerably improved and also local minima and task singularities are
avoided. In the first experiments the simulation results are being corroborated.
The architecture proposed allows also to use several sensors (cameras, force
sensors, etc.).
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Fig. 6. Simulation results (A)-(B) Error on image features. Comparison between mono
and multi-cameras. (C) Initial and final position of the robot (D) Trajectory in the
image plane.Solid lines: one camera. Dashed lines: two cameras.
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