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Abstract. Crying is the only way a small infant has to communicate with
the exterior. According to the specialists, the cry reflects the physical, pathological
and/or state of mind of the baby. The development of models directed to the auto-
matic study of crying will allow to provide better care and attention to the infant.
This work presents the development of an automatic recognition system of infant cry,
with that objective in mind. In this study, we used acoustic characteristic obtained
by means of the Linear Prediction and intensity technique and Scaled Conjugate
Gradient Neural Networks (SCG) for classification. The types of cry we are consid-
ering to classify are pain, hungry and pathologies. Preliminary results are shown,
which, up to the moment, are very encouraging.
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1. Introduction
The infant’s crying is a communication way, although more limited, it is similar to adult’s
speech. Parents and specialists in the area of child care learn to distinguish among the
different kinds of baby cries, making use of individual perception for the auditive dif-
ferentiation and interpretation of the several ways an infant cries. Both, differentiation
and interpretation are totally subjective, and their only support comes from training and
experience of each person. According to the specialists, babies’ crying wave carries useful
information, to determine the physical state and/or state of mind of the baby, the same
as to detect possible physical pathologies, mainly cerebral, from very early stages.
In previous works on the acoustical analysis of baby’s crying, it has been shown that

there exists significant differences among the various types of crying, like healthy children’s
cry, pain’s cry and pathological children’s cry, using classification methodologies based on
Self-Organizing Maps[3], neural networks[4] and spectral analysis[5].
The efforts aimed to develop more formal and accurate studies, to allow a more robust

interpretation of the message contained in the crying of the baby, are practically null.
Still, there is not a concrete and effective research technique on baby crying with clinical
and diagnosis’s purposes.
This article presents a method using an artificial neural network. In this stage, linear

prediction coefficients are used as input data to a given neural network (Scaled Conjugate
Gradient Neural Networks, SCG), updating the parameters derived from the crying signal,
which are adjusted for a better classification of the different infant cries.
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Figure 1: Automatic Infant Cry Recognition Process

2. Automatic Infant Cry Recognition Process

The Automatic Infant Cry Recognition process (fig. 1) is basically a problem of pattern
processing, very similar to Automatic Speech Recognition (ASR). The goal is to take the
crying wave as the input pattern, and finally obtain the type of cry or pathology detected
in the baby. Generally, Automatic Cry Recognition is done in two steps. The first step
is known as signal processing, or feature extraction, while the second is known as pattern
processing or pattern classification.
In the acoustical analysis, the crying signal is analyzed to extract the more important

features in terms of time. The crying wave is filtered to eliminate irrelevant or undesirable
information like noise, channel distortion, and other particular signal’s characteristics.
Although data are reduced when removing repetitive components, the relevant information
for patterns classification is preserved in an optimal way. Some of the more usual simple
techniques for signal processing are : linear- prediction coefficients, cepstrum coefficients,
pitch, intensity, among others.
The set of obtained characteristics can be represented by vector, and each vector may

represent a pattern. This pattern is then compared with the knowledge the computer
has on pattern classification. Traditionally, four popular pattern recognition approaches
have been used: pattern comparison, stochastic models, knowledge based systems and
connectionist models.

3. Linear Prediction Coefficients and Intensity

Acoustic analysis implies selection and application of filtering techniques, feature extrac-
tion, signal segmentation, normalization and data compression. The objective of the
application of these techniques is to describe the signal in terms of its fundamental com-
ponents.
Linear Prediction (LP) analysis has been one of the time domain analysis techniques

more used during the last years. LP analysis attempts to predict ”as well as possible” a
speech sample through a linear combination of several previous signal samples. Thus, the
spectral envelope can be efficiently represented by a small number of parameters, in this
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cases LP coefficients. This method of LP analysis is a particularly appropriate technique
to process speech, for this reason we considered it as to obtain good results in the analysis
of the infant cry.
The particular way in which data are segmented determines whether the covariance

method, the autocorrelation method, or any of the so-called lattice methods of LP analysis
is used. The first method that we are using is the autocorrelation LP technique, where
the autocorrelation function, for the finite-length signal s(n) is defined[1]:

rj=
N−1−lX
n=0

s(n)s(n+ l) (l ≥ 0) (1)

where, l is the delay between the signal and his delayed version, N is the total num-
ber of examples. The prediction error function between the data segment s(n) and the
prediction ŝ(n) is defined as[1]:

e(n) =
MX
i=0

ais(n− i) (a0 = 1)

for n = 0, 1, ..., N +M − 1 (2)

As the order of the LP model increases, more details of the power spectrum of the
signal can be approximated.
One of the simplest characteristics of any signal is its intensity. For nonstationary

signals such as speech, the intensity must be defined as a function of time. A suitable
definition would be [11]

E (t) =

Z t+T/2

t−T/2
s2 (t) dt (3)

where T is the averaging interval. The choice of T is somewhat arbitrary; a value in
the range 10 to 30 ms is adequate in most cases. The variations in intensity of speech are
caused by the variations of both the subglottal pressure as well as the vocaltract shape as
a function of time and represent an important soure of speaker-dependent information in
speech.

4. Neural Networks
Neural Networks are among the more used methodologies for classification and patterns
recognition. Recently, their use in speech recognition problems has drastically increased.
Among the more utilized neural network models, there are the feed-forward networks
which use some version of the back-propagation training method . In general, a neural
network is a set of nodes and a set of links. The nodes correspond to neurons and the links
represent the connections and the data flow between neurons. Connections are quantified
by weights, which are dynamically adjusted during training. The required training can
be done through the back-propagation technic. During training (or learning), a set of
training instances is given. Each training instance is typically described by a feature
vector (called an input vector). It should be associated with a desired output (a concept,
a class, etc.), which is encoded as another vector, called the desired output vector.
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The back-propagation training method uses the following technique[10]: given an input
pattern to the network, its output is compared with the desired output, and a distance or
error between them is calculated. Next, all relevant weights are adjusted in such a way
that next time the same instance is processed, the real output is closer to the desired one,
which means an error decrease. This process continues until a minimum error is reached
or until a given number of training epochs is completed.

5. Scaled Conjugate Gradient Neural Network

From an optimization point of view learning in a neural network is equivalent to minimiz-
ing a global error function, which is a multivariate function that depends on the weights
in the network. Many of the training algorithms are based on the gradient descent algo-
rithm, very well known in optimization theory. They usually have a poor convergence rate
and depend on parameters which have to be specified by the user. The values of these
parameters are often crucial for the success of the algorithm. An example is the standard
back-propagation algorithm which often behaves very badly on large-scale problems and
which success depends on the learning rate parameters given by the user.
Minimization is a local iterative process in which an approximation to the function,

in a neighborhood of the current point in the weight space, is minimized. Most of the
optimization methods used to minimize functions are based on the same strategy.
The Scaled Conjugate Gradient (SCG) algorithm[9] denotes the quadratic approxima-

tion to the error E in a neighborhood of a point w by:

Eqw (y)= E (w) +E0(w)Ty +
1

2
yTE00(w)y (4)

In order to determine the minimum to Eqw (y)the critical points for Eqw (y)must be found.
The critical points are the solution to the linear system defined by Moller in [9]:

E0qw (y)= E00 (w) y +E0(w) = 0 (5)

The Scaled Conjugate Gradient Method (SCGM) is a variation of the Conjugate Gra-
dient Method. SCG belongs to the class of Conjugate Gradient Methods, which show
superlinear convergence on most problems. By using a step size scaling mechanism SCG
avoids a time consuming line-search per learning iteration, which makes the algorithm
faster than other second order algorithms.

6. Data Set
The infant cry corpus has been collected in two ways. A small set of 20 two second
samples, correctly labeled, were downloaded fron the web. The rest have been directly
recorded from babies by a pediatrician, with a digital ICD-67 Sony recorder, and then
sampled at 8000 Hertz. The labeling is done by the same pediatrician, at the end of each
recorded sample. The babies selected for recording are from just born up to 6 month old,
regardless of sex. The corpus collection is still in its initial stage, and will continue for
a while. Our goal is to collect at least 500 well labeled samples of each class of cry. For
our experiments, we took three kinds of crying: pain, hunger and pathological. 37 labeled
crying records, corresponding to 3 categories, were segmented in signals of one second
duration. 142 segmented samples were obtained, 84 of them belong to hunger cry, 47 to
pain and 11 to pathological cry.
Infant cry shows significant differences between the several crying kinds. For exam-

ple, crying caused by hunger shows characteristics like little hiccups, raising-falling pitch
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Figure 2: Waveform and spectrogram of hunger crying

Figure 3: Waveform and spectrogram of pain crying

pattern, generally glottal plosives, weak phonations as shown in the figure 2. The pain
crying (fig. 3) show similar characteristics like: tension grater than normal, pitch higher
than normal, falling pitch pattern, generally long, rapid pitch shifts, interrupted pain
cry pattern with tension shifts, and unstable pain cry pattern. Finally, the crying for
any pathology (fig. 4) is characterized by: pitch extremely high, inability to maintain
harmonic tone, and weak intensity.

For the purposes of this experiment, we wish to find different sets of parameters
by changing the analysis window length, as well as the number of coefficients, aiming
to obtain better classification results. Besides, we used intensity as another acoustical
analysis technique to compare results.
The network architecture used to train and prove, had 3 output nodes, each one

corresponding to one cry category.

7. Parametric performance

As mentioned before, LP analysis has been one of the acoustic analysis techniques that
has given good results in speech recognition. Based on this evidence we used LPC to
acoustically analyze segmented crying samples. In the baby cry we do not have a basic
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Figure 4: Waveform and spectrogram of crying caused by asphyxia

unit for analysis, as in speech, that allows us to focus the analysis and feature extraction
of long period patterns.
For the LP analysis, each one second sample was segmented in windows of 50 ms

for different experiments. We extracted 16 LP coefficients by window, consequently, the
feature vectors contain 320 parameters, corresponding to 320 data inputs to the neural
network. In case of Intensisty 94 parameters were extracted , that correspond to 94 input
nodes in the network.

8. System Implementation

For the acoustic processing of the cry waves, we used Praat 4.0.2[2] to obtain the LP and
Intensity coefficients. Praat is a system to do phonetics through computers, developed by
Paul Boersma and David Weenink at Institute of Phonetic Sciences of the University of
Amsterdam.
To perform pattern recognition, a 320 input nodes— 20 hidden nodes- 3 output nodes,

scaled conjugate gradient back-propagation network was developed for training and testing
LPC samples. For the case of Intensity the network configuration adopted was made of
94 nodes-50 hidden nodes-3 output nodes. The number of nodes in the hidden layer were
heuristically established, for both cases. The implementation was done with the Neural
Networks ToolBox of Matlab 6.0.0.88 [6]. We selected the Scaled Conjugated Gradient
Back-propagation neural network because it is one of the most simple and fast to train,
and even with few training data, it is able of generating acceptable results. We got better
results than others neural networks as standar backpropagation neural network.

9. Training Procedures and Experimentation

From the 142 one second crying samples to 8000Hz, 39 samples belong to hunger, 84 to
pain and 11 to some pathology (down’s syndrome, cri du chat, asphyxia). The samples
used in both LP coefficients and intensity was similar, 97 to train, 45 to test. From
them 30 hunger cry samples, 60 pain cry samples and 7 pathology cry samples were
used for training. And, 17 hunger cry samples, 24 pain cry samples and 4 pathology cry
samples were used fo testing. The selection of samples for training and testing was done
at random. Training stops when the maximum epochs number is reached, or when the
maximum quantity of time has been exceeded, or when the performance error has been
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Confusion Matrix 50 ms 
16 LPC 
Accuracy 

HUNGER 30 17 47 8 9 47.05% 
PAIN 60 24 84 5 19 79.16% 
PATHOLOGY 7 4 11 4 100% 

97 45 142 68.88% 

1 2 3 Kind of cry 
Samples 

Training Testing Total 

Figure 5: Infant cry classification using a SCG neural network with 20 hidden nodes, for 320
LPC coefficients.

minimized.

10. Experimental Results

The neural networks were trained to classify the cries into the pain, hunger and pathology
classes. The classification accuracy was calculated by taking the number of correctly
classified samples, and divided by the total number of samples in the test set. The
classification results from each network for every cry category, are shown in Figure 5. The
number of samples for training were used 30, 60 and 7 corresponding to hunger, pain and
pathology respectively. We then tested 17, 24 and 4 samples corresponding to hunger,
pain and pathology respectively as is showed in Figure5. The values under last column
represent the accuracy in the classification, in each crying category, localized in the rows.
According to the LP coefficients number, 320 coefficients were used for each sample.
When intensity coeficients were used to classify, the same number of samples were

taken to training and testing as in the previous method. 94 parameters from intesity are
taken, corresponding to the input data of the nerual network. The results using intensity
parameters are shown on Figure 6. The values under last column represent the accuracy
in the classification, in each crying category, localized in the rows. As we can see, hunger
cry had accuracy of 70.58%, the rest was classified as pain cry. The pain cry was a good
results, so that there are more samples to training and testing. The pathology cry got 50
% of accuracy, it can be because we have very few samples available from this category.

As can be noticed, the best overall results were obtained with intensity parameters,
corresponding to long period (50 ms) window samples.

11. Conclusions and Future Work
The SCG Method avoids a time consuming line-search per learning iteration, which makes
the algorithm faster than other second order Conjugate Gradient algorithms. This work
has shown good results, with the LP technique, using a neural network architecture. The
best classification was using intensisty parameters. Even when the number of available
samples are a few and several categories to classify, the obtained results are acceptable
to now. We still intent to play with the number of coefficients, as well as the length of
frames to further improve our results. From the results showed, it can be noticed that
still they have to be improved. The accuracy obtained until now is not acceptable for
an actual applicacion, but it is very encouraging. During the progress of the project,
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Intensity 
Accuracy 

HUNGER 30 17 47 12 6 70.58% 
PAIN 60 24 84 5 19 79.16% 
PATHOLOGY 7 4 11 1 1 2 50% 

97 45 142 73.33% 

2 3 

Kind of cry 
Samples 50 ms Confusion Matrix 

 

Training Testing Total 1 

Figure 6: Infant cry classification using a SCG neural network with 50 hidden nodes, for 94
Intensity coefficients.

besides consistently improving the results, we have gathered useful acustical information
on the infant cry. We think that in one moment, this information will be very helpful
to pediatricians, and doctors in general. Our main problem has been the collection of
samples, not only in number, but with a good labeling, and with an even amount among
classes. Particularlly difficult is the collection of pathological cries samples. This is due
to the fact that pathologies are not easily detected in early age stages, as to select a baby
as a particular recording subject. We think that our results will improve significantly
with the increase of the number of samples, and with the experience won during the
experimentation with other classification models and different acustical features selection
approaches.
As future work we consider collect enough samples to train the network appropiatly.

Also, apply other techniques to acoustic analysis like cepstrum and spectrum coefficients,
pitch, etc. Besides, prove other neural network models, combination of them, or some
hybrid models. Finally, after tuning up our recognizers we will attempt to develop a real
time system that recognize the infant cry type and emit a synthesized voice message.
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